
Ž .Journal of Hazardous Materials 72 2000 265–282
www.elsevier.nlrlocaterjhazmat

Air distribution during in situ air sparging: an
overview of mathematical modeling

N.R. Thomson a,), R.L. Johnson b,1

a Department of CiÕil Engineering, Faculty of Engineering, UniÕersity of Waterloo,
200 UniÕersity AÕenue West, Waterloo ON, Canada N2L 3G1

b Department of EnÕironmental Science and Engineering,
Oregon Graduate Institute of Science and Technology, BeaÕerton, OR 97006, USA

Abstract

The performance of in situ air sparging is controlled by the distribution of air pathways in the
subsurface, which is in turn controlled by the structure of the medium to be sparged. The specific
pathways that the air follows are determined, at the grain scale, by the distribution of air entry
pressures of the pores. At the field scale, pore size distributions are usually correlated with

Ž .heterogeneous structures e.g. layers within the medium, which control the macroscopic distribu-
tion of the air. The processes that produce an observed air distribution at a particular site are
complicated, and are potentially well suited to modeling with multiphase flow models. Recent
numerical modeling of heterogeneous media appears to successfully represent expected distribu-
tions of air; however, current models do not provide a tool to predict sparging performance. For
this to be the case, the models need to represent the detailed structure of the medium at the site to

Žbe studied, as well as to capture the relevant aspects of the discrete airrwater distribution i.e.,
.represent air channels at the centimeter or smaller scale . This will, in general, require a level of

site data that is not available and numerical models that require many millions of computational
elements. As a consequence, at least for the foreseeable future, numerical modeling of the air
sparging process will continue to play a vital role as a conceptual tool with limited predictive
capability at sites. q 2000 Elsevier Science B.V. All rights reserved.
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1. Introduction

Primarily due to the limitations of pump-and-treat to remediate sources of groundwa-
ter contamination, various other technologies have been proposed. One technology that

Ž . Žhas gained widespread use at a number of sites is in situ air sparging IAS e.g. Refs.
w x. Ž .1,2 . IAS involves the injection of clean, pressurized air or potentially other gases
into the saturated zone to treat contaminant sources trapped within water saturated and
capillary zones, to remediate dissolved contaminant plumes, and to provide barriers to
contaminant plume migration. IAS is widely used because it is often economical and
easy to implement, and there are numerous reported successes. However, the sparging
process is complicated and some of the underlying processes are not clearly understood.

IAS removes volatile organic compounds by volatilization, and adds oxygen to the
ground water zone that aids in the aerobic biodegradation of some compounds. For
either of these mechanisms to be effective, there must be favorable contact between the
injected air and the contaminated groundwater as the removal of mass from source zones
and plumes is limited by the amount of air contact. Therefore, a clear understanding of
the migration pathways of the injected air is essential to aid in the design process,
minimize cost, and maximize the success of the IAS system to achieve its objectives.

Mathematical models can be used to improve our understanding and ability to predict
air migration patterns for different subsurface environments. The purpose of this paper is
to provide an overview of mathematical modeling efforts in the context of our current
understanding of the air distribution patterns taking place during IAS. This overview
begins with a discussion of the conceptual model of air migration within the saturated
ground water zone, and is followed by a description of the relevant aspects and
assumptions inherent in multiphase flow theory. A summary of the important findings
from previous mathematical model applications reported in the literature are presented
and discussed. Finally, the results from some one- and two-dimensional numerical
simulations are presented.

2. Conceptual model of air migration during IAS

The conceptual model of the injected air migration pathways within the saturated
w xzone presented here builds on the conceptual models described by Johnson et al. 2 and

w xAhlfeld et al. 3 , and recent laboratory and field observations. It will be assumed that
the air is being injected into a short-screened injection point located within the saturated
zone, and that the injection pressure is initially set at 5 to 40 kPa above hydrostatic
pressure. In response to the application of pressurized air, the airrwater interface within
the injection point will be lowered over time until air begins to exit the injection point
through the screen into the saturated medium. As air begins to move into the medium,
the airflow will be small enough that the air delivery system will be able to maintain the
injection pressure as the air expands out. Under these circumstances the air pressure is
likely to be enough above hydrostatic that it will lead to substantial dewatering of the
formation. This may occur for tens of centimeters to perhaps a meter away from the
injection point.
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After some short period of ‘‘spherical’’ growth of the air zone in the vicinity of the
injection point, upward growth due to buoyancy will dominate; however, some lateral

Ž .growth may continue as shown in Fig. 1 a . Once the air zone reaches the water table
the pressure within the air zone will drop due to increased airflow to the vadose zone.
This will cause the air zone to contract and probably represents the point at which water
pressure within the medium stops increasing and begins to decrease. During the growth

Ž .phase of the air zone, some pathways channels may be able to migrate laterally away
from the central air zone and reach the water table. These channels may persist after the
air zone reaches the water table, or they may collapse due to the reduced pressure at
their source. In any event, these pathways are likely to be relatively isolated from one
another and may have limited capacity to remove contaminants.

The bulk of the airrwater contact for this homogeneous case will be in the central
core area. Unfortunately, this area is likely to be on the order of a meter in radius.
Furthermore, the high air content in the core may result in a substantial reduction in
water permeability within this region. In a truly homogeneous medium, this entire
process will most likely occur in a matter of minutes and the increased water pressure
associated with air injection will be dissipated in less than 1 h.

However, virtually all naturally occurring media should be considered heterogeneous
with regard to air sparging. It is useful to consider two conceptual cases for heteroge-
neous porous media. The first consists of a relatively permeable medium that contains

Ž .very-low permeability strata e.g. clay . The second is composed of zones of similar
media whose permeabilities may vary over one to two orders of magnitude. In the first
case, air will flow in the medium as described above until the upward-moving air

Ž . Ž .Fig. 1. Schematic representation of air distributions during IAS startup in a a homogeneous medium, and b
in a layered heterogeneous medium.
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Ž .contacts the bottom of a low permeability zone Fig. 1b . For materials like clay, air
entry pressures are generally larger than the differences between the hydrostatic and the
injection pressures and, as a result, the air will not penetrate into the layer. Instead, the
air will move laterally under the influence of the injection air pressure until the injection
system can no longer maintain that pressure or until a vertical pathway is intersected.
For continuous clay layers, this lateral movement may persist for many tens of meters
and for a number of days. Ultimately, pathways such as monitoring wells or other
discontinuities will allow sufficient air to migrate upwards that the lateral growth will
stop. At that point, the increased water pressure associated with air injection will be

Ždissipated. Air distribution in the second conceptual heterogeneous medium spatially
.correlated zones where permeability varies over one to two orders of magnitude is

somewhat more complex. As the growth of the air zone around the well is initiated, and
upward movement begins, the air will once again come in contact with lower permeabil-
ity strata. In this case, depending upon the permeability contrast and the injection
pressure, the air may or may not penetrate the layer. In general terms, it can be assumed
that the ratio of the air entry pressures of two media are proportional to the ratios of the
square roots of their permeabilities. Thus, if a medium sand with an air entry pressure of
0.3 m and a hydraulic conductivity of 10y4 mrs lies below a silty sand with hydraulic
conductivity of 10y5 mrs, then the air entry pressure of the silty sand would be ;1 m.
One meter of water corresponds to approximately 0.1 atm or 1.5 psi, which is well
within the range of excess pressures used during IAS startup. Thus, in this case, the air
might penetrate through the layer. If the permeability contrast were two orders of

Žmagnitude, then the air entry pressure of the upper medium would be about 100 kPa 1
.atm or 15 psi , which is well above the excess pressures used in sparging. In this case air

would spread laterally until it found a vertical migration pathway.
For both of these heterogeneous cases, the air distribution will depend upon the

Žlateral correlation scales of the layers the characteristic length over which the correla-
.tion between point hydraulic conductivity values are statistically significant , the injec-

tion rate and the permeabilities of the medium, among other things, and will, in general,
be very difficult to predict.

2.1. Field eÕidence of air distribution

Field data suggests that in ‘‘homogeneous’’ media the majority of the airflow is
w xfocused around the sparge point as inferred by Lesson et al. 4 . These authors observed

Ž .sparge air breakthrough from a uniform sand aquifer at a saturated ground surface and
found that the majority of airflow at the surface was within a 0.3 to 0.6 m radius around
the injection point. In addition, there were a number of points at 1 to 5 m from the
sparge location, which probably represent isolated channels of air moving up through the
medium.

w x Ž .Lundegard and LaBrecque 5 , using electrical resistance tomography ERT , showed
Ž y12 2 .that within a relatively homogeneous sand medium permeability of 2=10 m the

steady-state air distribution was fairly centralized around the sparge point and approxi-
mately parabolic in shape, with an estimated maximum air saturation between ;20%
and ;40%. A similar air saturation distribution was reported by McKay and Acomb
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w x6 , who used neutron probe data to estimate a maximum air saturation of ;30%. Both
the rate of injection and the depth that the air is injected affect the lateral extent of

w x w xsparge air, as observed by Lesson et al. 4 at the surface, and by McKay and Acomb 6
within the subsurface. However, the bulk of the airflow was always within a meter of
the injection well for injection depths ranging up to 5.3 m below the water table.

w xLundegard and LaBrecque 5 also used ERT measurements in a heterogeneous
glacial till consisting of gravely sediments with interstratified silty sand. They observed
lateral spreading of the injected air across their site with estimated air saturations below
the strata greater than 50% and with little air reaching the water table in the vicinity of

w xthe sparge well. Tomlinson et al. 7 used both visual observations and a suite of
geophysical tools to assess air distribution at a test site at CFB Borden. They observed
that the air became trapped beneath a large number of small lenses within this relatively
homogeneous medium, and that the air moved by a combination of lateral spreading and

w xupward migration through those lenses. Johnson et al. 8 examined a layered medium to
fine sand aquifer with interbedded clayey silts using SF and dissolved oxygen as tracers6

and also found that the injected air spread laterally across the site until the injected air
intersected a monitoring well. Field observations suggest that an increase in the air
saturation below very low permeability layers leads to lateral spreading of the air and
may limit the effectiveness of the IAS system by diverting air from the target area.

As is outlined above, it can be concluded that the structure of the medium plays a
major role in controlling the air migration patterns, and the ultimate extent and nature of
the sparge zone. Multiphase flow models have the potential to provide insight into the

Žrole of the various factors e.g. aquifer structure, air injection rate, injection location,
.etc. that make the prediction of air distribution extremely complicated.

3. Relevant aspects from multiphase flow theory

Assuming that the preceding conceptual model captures the essence of air migration
and the ultimate steady-state air distribution within the saturated zone, then certain
aspects from multiphase flow theory can be adopted in an attempt to mathematically
model this process at the macroscopic scale. Perhaps the most important assumption
from multiphase flow theory is that a porous medium is assumed to consist of two

Ž .overlapping fluid continua one air and the other water where the fluid saturation is a
function of space and time, and that these fluids occupy their own pathways according to
a defined phase saturation. Hence, the permeability of each fluid within the porous
medium is affected by the presence of the other phase giving rise to the relative

w xpermeability concept 9 . These assumptions allow Darcy’s law to be extended to each
fluid phase

k k EPrb i j b
q sy qr ge i , js1,2,3 1Ž .b i b jž /m Exb j

Ž . Ž .where b represents either the water w or air a phase, q is Darcy’s velocity forb i

phase b in the ith coordinate direction, k is the relative permeability, k is therb i j
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intrinsic permeability field, r is the phase density, m is the absolute viscosity of theb b

phase, P is the phase pressure, g is the gravitational acceleration, and e are theb j
² :components of a unit vector in the positive z-coordinate direction 0,0,1 . Assuming a

non-deformable medium, constant fluid viscosity, and applying the principle of mass
conservation to each fluid phase yields

E fr S E r k k EPŽ .b b b i j rb b
sq qr ge qG i , js1,2,3 2Ž .b j bž /Et Ex m Exi b j

where f is the porosity, S is the phase saturation and G is a fluid sink or source.b b

Over the range of fluid pressures that are expected to occur during IAS the compressibil-
ity of the air phase must be considered, while the density of the water phase can be
assumed to be constant. The density of the air phase may be assumed to be controlled by

r sr oeca Pa (r o qc P 3Ž .a a a a a

o Ž .where r is the air density at P s0 zero gauge pressure , and c is the gas phasea a a

compressibility determined from the ideal gas law.
Ž .Associated with Eq. 2 is the capillary pressure constraint

P S sP yP 4Ž . Ž .caw w a w

and the saturation constraint

S qS s1 5Ž .w a

Ž .where P S is the macroscopic capillary pressure.caw w

The capillary pressure is controlled by the radii of curvature of the airrwater
Ž .interface at the pore scale; however, Eq. 4 is applicable at the macroscopic scale and

must be determined experimentally for a given porous medium, and is subject to
considerable spatial variability. Many laboratory and field methods have been developed
to measure the capillary pressure–saturation relationship. Tabular data are generated
from these experiments and may be used in a model as a look-up table with some form
of an interpolationrextrapolation algorithm; however, various closed-form parametric
models have appeared in the literature that relate the macroscopic scale capillary
pressure to the degree of water saturation. The following two expressions seem to have
gained widespread acceptance

lPd
S s P )Pwe caw d 6Ž .Pcaw

S s1.0 P FPwe caw d

w xdeveloped by Brooks and Corey 10 , and

ymn
S s 1q aP P )0Ž .we caw caw 7Ž .

S s1.0 P F0we caw
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w xdeveloped by van Genuchten 11 , with

S ySw wr
S s 8Ž .we 1ySwr

where S is the effective water saturation, S is the residual water saturation, P is thewe wr d

displacement pressure, and a , m and n are empirical parameters that effect the slope or
Ž .location of the inflection point of the capillary pressure–saturation curve. Fig. 2 a

Žpresents typical capillary pressure–saturation curves for a sandy porous medium 3.3=
y2 . Ž Ž ..10 cmrs for the Brooks–Corey relationship Eq. 6 , and for the van Genuchten

Ž Ž ..relationship Eq. 7 . For air sparging, it is the behavior of these relationships near
complete saturation that will control the extent and nature of the air distribution. The
Brooks–Corey relationship has a clearly defined displacement pressure, or critical
capillary pressure, that must be exceeded before any air is allowed to penetrate a region,
while the van Genuchten relationship will allow some air to penetrate the same region
for any capillary pressure greater than zero.

Ž .Closed-form expressions for the relative permeability in Eq. 2 have been obtained
Ž . Ž .by using either the capillary pressure–saturation relationship given by Eq. 6 or Eq. 7

w x w xin conjunction with the hydraulic conductivity model of Burdine 12 , or Mualem 13 .
The Brooks and Corey parametric model with the Burdine conductivity model yields

2q3l

lk s S 9Ž . Ž .rw we

2ql

2 lk sC 1yS 1yS 10Ž . Ž .ra we wež /
while the van Genuchten model with ms1y1rn and the Mualem model produces

2m1r2 1r mk sS 1y 1yS 11Ž .Ž .rw we we

2 m1r2 1r mk sC 1yS 1yS 12Ž . Ž .Ž .ra we we

where C is the Klinkenberg factor that accounts for the air slippage in the airrwater
w xflow system 9 .

Ž . Ž . Ž .A variety of solution methods exist to solve Eq. 2 , with Eqs. 3 – 5 , and either
Ž . Ž . Ž . Ž . Ž . Ž .Eqs. 6 , 9 and 10 , or Eqs. 7 , 11 and 12 in conjunction with a physically based

set of initial and boundary conditions. The most common methods are the finite
difference, finite element, or the finite volume methods, which essentially replace the

Ž Ž ..governing equation Eq. 2 with a system of algebraic equations.
Unfortunately, the capillary pressure–saturation relationship is subject to hysteresis

due to variations in the airrwater contact angle that occurs during drainage or imbibition
Ž . w xwetting 9 . This makes either capillary pressure–saturation relationship given by Eq.
Ž . Ž .6 or Eq. 7 non-unique for a specified value of water saturation. As air is initially
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Ž .Fig. 2. a Typical capillary pressure–saturation curves fit to the same data for the Brooks–Corey relationship
Ž . ŽS s0.20, P s1250 Pa, ls1.6 and for the van Genuchten relationship S s0.20, ns3.16, ms1ywr d wr

. Ž .1rn, a s0.0006rPa . b Capillary pressure–saturation curve showing impact of air entrapment.

injected into a water-saturated medium, the water at a particular location, say point P,
within the sparge zone is slowly displaced by the injected air, and the capillary
pressure–saturation relationship will follow the main drainage curve as shown in Fig.
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Ž .2 b . If the capillary pressure at P was increased to a high enough level, than the water
saturation would be reduced to S . Assuming that this is the case at P, and then the airwr

compressor was shut-off, the air pressure would decrease along with the capillary
pressure, and capillary pressure–saturation relationship would follow along the main
imbibition curve. When the capillary pressure at point P reached a value of zero, a
certain amount of non-mobile or entrapped air would remain due to by-pass and snap-off

w x max Ž .mechanisms 14 , as indicated by S in Fig. 2 b . The saturation of this entrapped airatw

has been reported to be )0.1 for typical sandy soils, and has significant implications
w xfor dissolved oxygen transport and biodegradation 15 . Since it is possible to initiate the

imbibition process at any point along the drainage curve, or the drainage process at any
point along the imbibition curve, there exists a family of scanning curves that connect
the main drainage and imbibition curves. To account for this level of complexity, a full
hysteretic capillary pressure–saturation model similar to that presented by Parker and

w xLenhard 16 would be required. A less complex hysteretic model can be developed by
ignoring the hysteresis in the capillary pressure–saturation relationships, but considering
the impact of air entrapment. This hysteretic air entrapment model can be developed by
considering the maximum possible air entrapment saturation in conjunction with the
water saturation at the drainage to imbibition reversal point, S r . Instead of allowing thew

capillary pressure–saturation relationship to be a function of the effective water satura-
tion S , it is defined in terms ofwe

S yS SŽ .w wr atwappS s q sS qS 13Ž .we we atwe1yS 1ySŽ . Ž .wr wr

where Sapp is the apparent water saturation, and S and S are the actual andwe atw atwe

effective saturation of air trapped in water, respectively. The effective saturation of air
trapped in water is linearly related to the maximum possible entrapped air saturation
based on the water saturation reversal point given by

Sapp yS r
U we wemaxS sS 14Ž .atwe atwe rž /1ySwe

and the maximum possible entrapped air saturation SmaxU

is from the followingatwe
w xempirical relationship observed by Land 17

1yS r 1ySŽ .we wrUS s R s y1 15Ž .atwe awr maxž /1qR 1yS SŽ .aw we atw

with

S yS S r ySatw wr w wrU rS s S s 16Ž .atwe we1yS 1ySwr wr

where S r is the effective water saturation at the reversal point. The relative permeabil-we

ity of the air and water phase is altered accordingly by the presence of the entrapped air.
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4. Overview of previous model applications

Several attempts to model the air sparging process using concepts from multiphase
flow theory have appeared in the published literature. Perhaps the first use of a

w xmultiphase flow model to simulate air sparging was by Lundegard and Andersen 18 .
w xThey used a modified version of the finite difference model TETRAD 19 , which was

developed for petroleum reservoirs. The focus of their investigation was on temporal and
spatial variations in air distribution. A closed-form power law relationship was used to
define the relative permeability of each phase, and the role of capillary pressure was
ignored. All of their reported simulations were undertaken on an axisymmetric domain
with a radius of ;120 m and a depth of ;30 m. The spacing of the rows were uniform
at ;0.6 m, except near the initial water table location where the spacing was reduced to
;0.15 m, while the column spacing was increased by a factor of 1.5 in the radial
direction, with an initial block radius near the sparge well of ;0.1 m. Their simulation
results were able to capture the transient nature of the air distribution starting from the
initial expansion phase, through the collapse phase as the injected air breaks through into
the vadose zone, and finally to a steady-state configuration. A sensitivity analysis

Ž .showed that the region influenced by the injected air will a not change with the
Ž . Ž .injection depth, b will increase with an increase in air injection rate, and c will

Ž .increase with an increase in the anisotropy ratio k rk . A number of additionalx x y y

simulations with low permeability layers inserted into the axisymmetric domain above
the injection point indicated the role of such features on the collection, or trapping, of air
beneath these features. This process would have been accentuated if capillary pressure
had been considered.

w x Ž .McCray and Falta 20 used a multiphase flow model T2VOC based on the
integrated finite difference method to simulate the two-dimensional physical model

w xexperiments reported by Ji et al. 21 . The van Genuchten capillary pressure–saturation
Ž .relationship given by Eq. 7 was used along with a closed-form power law relative

permeability relationship for both the water and air phase. A rectangular 0.7=0.9 m
spatial domain was discretized into ;0.03 m2 grid blocks. Since the actual air phase
saturations from the physical model experiments are not known, a quantitative compari-
son to the steady-state results was undertaken. Overall, the simulation model replicated
the steady-state air flow patterns for both simulated experiments. However, a continuous
range of air saturations was produced throughout the sparge zone by the model, and not
the series of discrete continuous channels as were observed in the physical model. This
is a direct result of the assumption that the medium is homogeneous at all scales. Using

w xthe same model in an axisymmetric configuration, Hein et al. 22 were able to replicate
the measured gas phase flux from a three-dimensional physical model with a radius of

Ž . Ž .Fig. 3. a Comparison of the one-dimensional air sparging analytical solution solid lines to the numerical
Ž . Ž y1 2 2model simulation results dashed lines for four different air injection rates soil permeability of 1=10 m ,

y5 3. Ž .air viscosity of 1=10 Pa s, and water density of 1000 kgrm . b Temporal evolution of the air saturation
y4 3 Ž .distribution for an injection rate of 4.72=10 m rs. c Impact of air entrapment on the air distribution

during collapse of the sparge zone after the air injection was terminated.
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;0.6 m, and a depth of ;0.65 m. This simulation domain was discretized into blocks
ranging from 0.02 to 0.04 m in the radial dimension, and 0.04 m in the vertical
dimension. Again the van Genuchten capillary pressure–saturation relationship given by

Ž .Eq. 7 was employed along with a closed-form power law relative permeability
relationship. The gas phase flux, which was measured by a flow-measuring device
within a radius of 0.09 m, was compared to interpolated model results. In the near well
region the model under predicted the flux by up to 40%. As suggested by the authors
this discrepancy may be a product of an incorrect capillary pressure–saturation represen-
tation; however, it is more likely that this difference is due to the scale of the channels
which are associated with the heterogeneous nature of the material within the physical
model, which was not considered in the numerical simulations.

w xVan Dijke and van der Zee 23 used an axisymmetric finite element based multi-
phase model to investigate air flow regimes that developed in a layered soil. The van
Genuchten capillary pressure–saturation relationship was used along with the relative

Ž . Ž .permeability function given by Eqs. 11 and 12 . They identified the following three
Ž .distinct air flow regions that occur at steady-state: 1 the region from the well screen to
Ž .below a lower permeability layer where buoyancy gravity forces dominate the primar-

Ž .ily vertical flow, 2 the region just below the lower permeability layer where the air is
spreading laterally and the capillary forces are of the same magnitude as the gravity

Ž .forces, and 3 the region above this lower permeability layer and below the water table,
where once again buoyancy forces dominate the flow. These authors go on to develop an
analytical approximation that may be useful to estimate the radial spreading of the
injected air that occurs below these horizontal lower permeability features.

In their study of the mechanisms which control the removal of mass from a
w xheterogeneous medium, Unger et al. 24 used horizontal air sparging wells to deliver the

air phase. The model used in their investigation, CompFlow, is a control volume based
w xthree-dimensional, three-phase compositional model. Stone’s second method 25 was

used to describe the relative permeability functions, while tabular data was used to
describe the capillary pressure–saturation relationship. A 10=10=5 m simulation
domain was considered, and was discretized into finite volumes of the dimension
0.5=0.5=0.1 m. A heterogeneous permeability field with a specified mean, variance
and spatial correlation structure was generated, thus allowing each control volume to be
assigned a unique value. The capillary pressure–saturation curves for each control

w xvolume were scaled using a modified form of the Leverett function 26 . The simulation
results show that the injected air was trapped under the lower permeability layers similar

w xto the physical model observations by Ji et al. 21 .
In general, the application of multiphase flow theory to simulate the air distribution

that occurs during IAS has been encouraging. Specifically, the simulation results capture
the general air flow patterns that have been observed in laboratory and field IAS
applications, which are consistent with the conceptual model discussed in Section 2.
However, they do not produce channels of the same dimensions as observed in most

Žfield and laboratory experiments. This is due in part to the numerical resolution e.g.
.grid size used in the models. A consequence of the inability of the models to produce

the channel structure is that mass transfer estimates from these models will not be
realistic. In addition, the level of input data needed to accurately represent a field site
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Table 1
Soil and fluid properties for Example 2

Property Value
y1 2 2Permeability 1=10 m

Porosity 0.35
n 2.0
a 0.0002rPa
S 0.1wr

3Water density 1000 kgrm
y3Water viscosity 1.0=10 Pa s

3Air density 1.2 kgrm
y5Air viscosity 1.0=10 Pa s

Ž .i.e. permeabilities, capillary-pressure saturation curves far exceeds the data available at
any site and, as a result, predictive modeling of actual sites is not currently possible.

5. Examples

w x Ž .Following the work by Forsyth 27 , a control volume CV -based three-dimensional
three-phase flow and transport model was developed. For air sparging applications, this

Ž .model solves the two-phase flow equation given by Eq. 2 in a Cartesian coordinate
system for a compressible air phase. Either the van Genuchten or Brooks–Corey
capillary pressure–saturation relationship may be used along with the associated relative

Ž . Ž .permeability relationships given by Eqs. 9 – 12 . A hysteretic air entrapment model for
the van Genuchten capillary pressure–saturation relationship has also been incorporated
in the model. Several one- and two-dimensional examples using this approach are
discussed below.

5.1. Example 1: one-dimensional problem

To test the ‘‘predictive’’ capabilities of this model, and to demonstrate the role that
air entrapment may be expected to play during air sparging, the results from the

Table 2
Statistical properties of the random permeability fields used in Example 2
The geometric mean permeability for each generated field was 1=10y12 m2.

w x w xField Variance Correlation-x m Correlation-y m

1 0.1 0.1 0.1
2 0.5 0.1 0.1
3 0.1 4.0 0.2
4 0.5 4.0 0.2
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developed numerical model were compared to the results from a one-dimensional
w xanalytical solution developed by McWhorter 28 . The analytical solution assumes that a

steady-state condition has been reached for each fluid phase, a uniform injection of air

Ž .Fig. 4. Steady-state air distribution for each of the permeability fields investigated, a homogeneous
Ž . Ž .permeability, and b to e correspond to Fields 1 to 4, respectively. Note that the air saturation contours

intervals are different.
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Ž .Fig. 4. continued

occurs at Zs0, and air exits the saturated zone at ZsL with a capillary pressure equal
to the displacement pressure. The solution to this problem is given by

y1q mŽ .P Z a acawZsLy yr g d P 17Ž .H w cawkk PŽ .P ra cawd

where q is the air injection flow rate, k is the permeability, k is the relativea ra

permeability relationship which is expressed as a function of the capillary pressure P .caw
Ž .To use Eq. 17 , the air saturation at a specified point Z in the one-dimensional spatial

w xdomain 0, L is determined by choosing the capillary pressure and hence the air
saturation in an iterative fashion.

Ž . Ž .Fig. 3 a presents a comparison of the analytical solution given by Eq. 17 to the
model results using the van Genuchten capillary pressure–saturation relationship with
ns2, a of 0.002rPa, and a residual water saturation of zero for air injection rates
ranging from 4.72=10y5 to 9.44=10y4 m3rs. In each of these cases investigated, the

Ž .developed model compares very well with the analytical solution. Fig. 3 b shows the
temporal evolution of the air saturation from early time to the steady-state distribution
for an air injection rate of 4.72=10y4 m3rs. Notice that for this problem it takes
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almost 100 days before the air distribution predicted by numerical model reaches
steady-state. This is an attribute of the one-dimensional nature of this problem.

To demonstrate the impact of air entrapment on the air distribution, the numerical
model was run for the same one-dimensional domain with an air injection rate of
4.72=10y4 m3rs for 1 h, and then the air injection was terminated. Assuming a

Ž max .maximum entrapped air in water saturation S of 0.25, the air distribution as theatw
Ž .sparge zone is collapsing is presented in Fig. 3 c for three times after the air injection

was terminated. The air saturation profile 10 h after the airflow was stopped represents
an essentially non-mobile situation. Notice that trapped air is present throughout this
one-dimensional profile, and that the saturation is greater near the bottom of the profile
where a larger maximum air saturation was attained.

5.2. Example 2: two-dimensional heterogeneous simulations

As discussed above, development of the air distribution away from the injection well
screen is controlled by spatial variations in permeability, and therefore capillary
pressure. To illustrate how this variation affects the resulting air distribution, four
two-dimensional random permeability fields were synthesized and the resulting steady-
state air distribution were investigated.

A 5.1=2.1 m spatial domain was selected for this investigation and was discretized
into 0.025=0.025 m control volumes. The top boundary was assigned an air phase
pressure of zero representative of atmospheric conditions, and the bottom boundary was
assigned a water phase pressure equivalent to 1.4 m of water. Air was injected at a
constant rate of 4.74=10y5 m3rs at a single point located in the center of the domain
;0.35 m from the bottom. The van Genuchten capillary pressure–saturation relation-
ship and the Mualem conductivity model were employed for all the simulations. Table 1
contains a list of the relevant soil and fluid properties used. Each of the random

w xpermeability fields was generated using the algorithm developed by Robin 29 based on
Fast Fourier Transform spectral techniques. This is the same algorithm used by Unger et

w xal. 24 . The geometric mean, variance, and spatial correlation length for each of the four
permeability fields are presented in Table 2. The same random seed value was used to
generate each of the permeability fields in order that any changes in the simulated air
distribution could be attributed to changes to the underlying variance and spatial
correlation structure. Fields 1 and 2 were assigned the same isotropic spatial correlation
structure, but a difference variance, while Fields 3 and 4 were assigned a spatial
correlation structure representative of the Borden aquifer, but a different variance. The
empirical parameter a in the van Genuchten capillary pressure–saturation relationship

w xwas scaled following the theory of Leverett 26 for each control volume.
The air saturation distributions simulated for each of the permeability fields along

with the homogeneous case are shown in Fig. 4. As expected a parabolic shaped air
distribution resulted from the homogeneous permeability field with a maximum air
saturation near 0.25 at the air injection location. The simulated air distribution using
Fields 1 and 2 show a similar asymmetric air distribution pattern with the bulk of the air
flow following a lower capillary pressure pathway located to the right-hand side of the
air injection point. Along this pathway, the maximum air saturation was ;0.25 for
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Field 1, while for Field 2, it was ;0.4. This is a direct result of the higher variance
used to generate Field 2 than Field 1, which produced a larger range of permeabilities
and hence capillary pressures. Unlike the simulated air distributions for Fields 1 or 2, the
air distribution for Fields 3 and 4 coincide with the spatial correlation structure. Field 4,
with its higher variance, produces flat low permeabilityrhigh capillary pressure layers
like those found within layered sand aquifers. These features tend to trap the injected air

Ž .underneath them, and cause the air to migrate laterally as shown in Fig. 4 e .
Although the numerical resolution is inadequate to produce discrete air channels, the

steady-state air distributions produced from these few simulations provide an indication
of the role that geologic heterogeneities play in actual IAS applications.

6. Conclusion

The distribution of air that results from air sparging within a saturated aquifer is
controlled by microscopic and macroscopic processes. At the pore-scale it is the
variation in air entry pressures that govern the migration of the injected air; while at the
macroscale it is the presence of lower permeability zones that will alter the bulk air
migration patterns. The actual mechanisms that control the air channel formation at a
particular site will represent a coupling of the processes at these two scales, and thus
will dictate the subsequent mass removal effectiveness of the sparging system.

Multiphase flow models have the potential to provide insight into the various factors
controlling the air distribution. To date, these models have generally done a good job at
capturing the bulk air distribution in both homogeneous and heterogeneous media;
however, these models have not done such a good job at representing the details of the

Ž .air distribution e.g. channels . As a consequence, these models will not be effective as
predictive tools for air sparging performance.

In order to be predictive of field performance, model discretization will need to be at
less than the 10 cm scale. This scale is well below the level of detail that a medium can
generally be characterized at sites. Assuming that this level of characterization is
possible for a typical sparge target volume of the size 10=10=5 m; than the required
number of computational nodes, grid blocks, or control volumes would be in excess of a
few million. This argument assumes that a brute force approach to the problem is
adopted, and begs for the development of a new mathematical approach to air sparging.
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